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ABSTRAK 

Analisis sentimen terhadap ulasan mahasiswa berperan penting dalam meningkatkan kualitas layanan biro 

akademik. Penelitian ini membandingkan kinerja algoritma Support Vector Machine (SVM) dengan Recursive 

Feature Elimination (RFE) dan Recurrent Neural Network dengan Long Short-Term Memory (RNN-LSTM) dalam 

menganalisis sentimen ulasan mahasiswa terkait pelayanan Biro Akademik Universitas Annuqayah. Data 

dikumpulkan melalui Google Form dan diproses menggunakan tahapan cleaning, case folding, stopword removal, 

tokenization, dan stemming. Dataset yang dikumpulkan memiliki jumlah  72 data berlabel positif dan 31 data 

berlabel negatif. Hasil evaluasi menunjukkan bahwa SVM mencapai akurasi tertinggi sebesar 93,75%, diikuti oleh 

SVM-RFE (90,63%), RNN-LSTM (87,50%), dan RNN (81,25%). Temuan ini mengindikasikan bahwa SVM lebih 

unggul dalam mengklasifikasikan sentimen pada dataset ini, sementara SVM-RFE menunjukkan performa yang 

kompetitif dengan seleksi fitur yang tepat. Meskipun RNN dan RNN-LSTM dikenal efektif dalam menangani data 

sekuensial, pada penelitian ini, SVM dan SVM-RFE terbukti lebih optimal untuk analisis sentimen ulasan 

mahasiswa. Hasil penelitian ini memberikan wawasan bagi pemilihan algoritma analisis sentimen di lingkungan 

pendidikan tinggi. Pemilihan model yang tepat bergantung pada karakteristik data serta tujuan analisis yang 

diinginkan. 

 
Kata kunci:  Analisis sentimen, Support Vector Machine, Recursive Feature Elimination, Recurrent Neural 
Network, Long Short-Term Memory 

ABSTRACT 

Sentiment analysis of student feedback is crucial in enhancing the quality of academic office services. This 

research compares the performance of Support Vector Machine (SVM) with Recursive Feature Elimination (SVM-

RFE) and Recurrent Neural Network with Long Short-Term Memory (RNN-LSTM) algorithms in analysing the 

sentiment of student reviews related to the services of the Academic Bureau of Annuqayah University. The data 

was collected through Google Form and processed through cleaning, case folding, stop word removal, 

tokenisation and stemming stages. The collected dataset has a total of 72 positively labeled data and 31 negatively 

labeled data. The evaluation results showed that SVM achieved the highest accuracy of 93.75%, followed by SVM-

RFE (90.63%), RNN-LSTM (87.50%) and RNN (81.25%). This result indicates that SVM is superior in classifying 

sentiment on this dataset, while SVM-RFE shows competitive performance with proper feature selection. Although 

RNN and RNN-LSTM are known to be effective in handling sequential data, in this study SVM and SVM-RFE 

proved to be more optimal for sentiment analysis of student reviews. The results of this study provide insights for 

the selection of sentiment analysis algorithms in the higher education environment. The selection of an appropriate 

model depends on the characteristics of the data as well as the desired analytical objectives. 

Keywords: Sentiment analysis, Support Vector Machine, Recursive Feature Elimination, Recurrent Neural 
Network, Long Short-Term Memory 
 

1. PENDAHULUAN 

Untuk meningkatkan kesejahteraan masyarakat dan kemajuan teknologi dan ilmu pengetahuan, Pendidikan 

tinggi memiliki peranan penting. Di Indonesia perguruan tinggi diklasifikasikan menjadi dua jenis, yakni 

Perguruan Tinggi Negeri (PTN) dan Perguruan Tinggi Swasta (PTS). Universitas Annuqayah adalah salah satu 

perguruan tinggi swasta di Jawa Timur yang berkomitmen untuk mencetak lulusan yang berakhlak mulia dan 

kompetitif. Layanan akademik berperan penting dalam menumbuhkan kepercayaan siswa dan menciptakan citra 

positif institusi. Oleh karena itu, sangat penting untuk menilai layanan yang ditawarkan oleh biro akademik untuk 

memastikan bahwa kebutuhan mahasiswa dipenuhi dengan baik. Analisis sentimen memiliki peran yang sangat 

penting dalam konteks pendidikan karena memungkinkan institusi untuk memahami pengalaman, kebutuhan, dan 

kepuasan mahasiswa secara mendalam. Meningkatkan kualitas pelayanan akademik dengan memahami sentimen 
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mahasiswa terhadap berbagai aspek layanan akademik, seperti administrasi, bimbingan, atau fasilitas institusi. 

sehingga dapat mengidentifikasi kelemahan dan memperbaikinya. Hal ini akan berdampak langsung pada tingkat 

kepuasan mahasiswa. 

Salah satu metode untuk mengevaluasi kualitas layanan akademik adalah melalui analisis sentiment 

Terhadap ulasan mahasiswa. Analisis sentiment merupakan teknik pemrosesan bahasa alami (Natural Language 

Processing) yang bertujuan untuk mengkategorikan opini menjadi positif, negatif atau netral[1]. Berbagai 

penelitian telah membandingkan metode dalam analisis sentimen, seperti Support vector Machine (SVM) [2] dan 

Recurrent Neural Network (RNN) [3]. Studi sebelumnya menunjukkan bahwa metode deep learning seperti 

Recurrent Neural Network, terutama  dengan arsitektur Long-Short Term Memory (LSTM), sering memberikan 

akurasi yang lebih baik dibandingkan metode berbasis pembelajaran mesin tradisional seperti SVM [4]. Namun, 

metode SVM tetap relevan, terutama jika dikombinasikan dengan teknik seleksi fitur seperti Recursive Feature 

Elimination (RFE) yang dapat meningkatkan efisiensi klasifikasi[5] 

Penelitian ini bertjuan untuk membandingkan Kinerja metode Support Vector Machine (SVM) dengan fitur 

Recursive Feature Elimination (RFE) dan Recurrent Neural Network (RNN) dengan fitur Long Short-Tem 

Memory (LSTM) dalam menganalisis sentimen ulasan mahasiswa terhadap layanan biro akademik Universitas 

Annuqayah. Hasil dari penelitian ini diharapkan dapat meberikan rekomendasi metode tebaik untuk mengevaluasi 

persepsi mahasiswa Terhadap layanan akademik, sehingga dapat digunakan sebagai dasar perbaikan kualitas 

layanan di institusi Pendidikan tinggi. 

2. METODOLOGI PENELITIAN 

2.1 Persiapan Data 

 Dalam penelitian ini menggunakan data yang didapat bedasarkan kuesione yang diberikan kepada 

mahasiswa Univesitas Annuqayah menggunakan Google Form dengan kurun waktu 33 hari dimulai dari tanggal 

15 Juni sampai 18 Juli 2024. Pada dataset tesebut memiliki 19 atribut, namun hanya beberapa atribut yang akan 

digunakan untuk proses klasifikasi.  

 Data yang digunakan yakni data teks tekait ulasan mahasiswa terhadap pelayanan biro akademik 

Universitas Annuqayah berjumlah 103 datarow. Data teks tersebut kemudian diberikan label secara manual 

dengan menentukan keyword tertentu untuk menentukan tag utama yaitu, label positif dan negatif. Data tersebut 

kemudian dikelompokkan berdasarkan labelnya dan diperoleh 72 data berlabel positif dan 31 data berlabel 

negative. Dengan membagi data ke dalam kategori ini, analisis sentimen dapat dilakukan untuk memahami 

persepsi mahasiswa terhadap layanan biro akademik. Hasil analisis ini membantu dalam mengidentifikasi area 

yang membutuhkan perbaikan serta aspek-aspek layanan yang sudah diterima dengan baik[6]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Gambar 1. Proses Model 

2.2 Pre-Processing data 

Beberapa tahapan dalam preprocessing data adalah cleaning, casefolding, stopword, tokenization dan 

stemming[7]. Cleaning adalah Proses pembersihan data yang dilakukan untuk mengidentifikasi serta memperbaiki 

atau menghilangkan data yang tidak valid maupun tidak relevan dalam suatu dataset[8]. Case folding atau case 

Pengumpulan Data: 

• Pengambilan Data: Kuesioner, Labelling 

• Preprocessing: Cleaning, Case folding, stopword, Tokenization dan Stemming. 

• Ekstraksi Fitur 

Klasifikasi SVM+RFE dan RNN+LSTM 

Uji model 

Evaluasi 
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normalization merupakan salah satu langkah dalam text preprocessing yang bertujuan untuk menyamakan format 

huruf dalam teks dengan mengubahnya seluruhnya menjadi huruf kecil atau huruf besar. Proses ini membantu 

dalam mempermudah perbandingan dan analisis teks[9]. Kata-kata yang tidak memiliki makna signifikan atau 

kurang efektif akan dihapus dengan menerapkan stopwords[7]. Tokenisasi adalah tahap yang digunakan untuk 

memecah teks menjadi unit-unit kata. Proses analisis kata dalam teks menjadi krusial karena melalui tokenisasi, 

arti dari teks dapat lebih mudah diidentifikasi[7]. Stemming merupakan proses mengubah kata atau token menjadi 

bentuk dasar kata. Tujuan utamanya adalah untuk menyederhanakan kata-kata yang memiliki variasi menjadi satu 

bentuk dasar yang sama, sehingga memudahkan dalam pengelompokan atau analisis kata. Proses ini banyak 

diterapkan dalam Natural Lenguage Processing (NLP) dan pencarian informasi (IR)[10]. 

Pada tahap pre-pocessing data ini data mentah yang berupa data text dilakukan proses cleaning, 

casefolding, stopword, tokenization dan stemming. Hasil dari proses ini akan menghasilkan Output dari tahap 

tersebut akan menghasilkan fitur-fitur yang selanjutnya digunakan sebagai input dalam proses pembelajaran mesin 

oleh SVM-RFE dan RNN-LSTM. 

 

2.3 Pembobotan Term 

Proses pembobotan term dilakukan setelah data mentah diubah menjadi matriks dokumen melalui tahap 

sebelumnya, yaitu pre-processing. Pembobotan term ini menghasilkan matriks dokumen term yang 

merepresentasikan kumpulan dokumen yang digunakan untuk klasifikasi teks. Dalam penelitian ini, metode yang 

digunakan untuk pembobotan adalah TF-IDF, yang memberikan bobot pada setiap term berdasarkan frekuensi 

kemunculannya dalam kumpulan dokumen yang tersedia. 

TF-IDF (Term Frequency-Inverse Document Frequency) adalah teknik yang digunakan untuk mengukur 

seberapa penting sebuah kata dalam sebuah dokumen dibandingkan dengan koleksi dokumen lainnya. Fitur TF-

IDF ini digunakan untuk meningkatkan kinerja dalam analisis sentimen. Dengan mengkombinasikan ekstraksi 

fitur TF-IDF dan algoritma stochastic gradient descent, analisis sentimen dapat dengan akurat mengklasifikasikan 

teks berbahasa Indonesia berdasarkan sentimen positif atau negatif[11]. 

 

2.4 Klasifikasi Menggunakan Support Vector Machine 

Sebelum diklasifikasi menggunakan algoritma SVM-RFE dan RNN-LSTM, data dibagi menjadi data latih 

dan data uji. Ini memungkinkan proses kalsifikasi menjadi lebih mudah. Dataset pelatihan digunakan untuk 

mengembangkan model klasifikasi, yang berisi informasi esensial untuk memprediksi kelas sentimen yang baru. 

Dengan semakin banyaknya data yang digunakan dalam pelatihan, algoritma akan semakin mampu memahami 

dan menginterpretasikan data tersebut secara akurat. Selain itu, data latihan dan uji dibagi dengan perbandingan 

data 80:20, 70:30, dan 60:40 dalam analisis ini untuk mengetahui persentase algoritma klasifikasi yang berhasil 

mengklasifikasikan dengan benar. Proporsi 80:20, 70:30, dan 60:40 memberikan peneliti cukup sampel untuk 

melatih model, sekaligus menyediakan data uji yang cukup untuk evaluasi. Hal ini krusial karena model klasifikasi 

membutuhkan data yang cukup untuk belajar dan memastikan generalisasi yang baik. 

Algoritma Support Vector Machine digunakan untuk mengklasifikasikan data terlebih dahulu. Proses 

pengklasifikasian data menggunakan algoritma Support Vector Machine digambarkan pada gambar berikut ini. 

 

 
Gambar 2. Proses klasifikasi dengan Supoort Vector Machine 
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Berdasarkan hasil dari penghitungan yang ditunjukan oleh gambar 2, script yang telah dijalankan 

sebelumnya dapat dilihat pada table 1. Dari tabel 1 tersebut menunjukkan hasil akurasi dengan model SVM yang 

tertinggi didapatkan dengan nilai sebesar 93,75% dengan perbandingan 70:30 data latih dan data uji. 

 
Tabel 1. Hasil Akurasi SVM berdasarkan Data Latih dan Data Uji 

Perbandingan Data Latih & Data Uji Hasil Akurasi SVM 

80:20 85,71% 

70:30 93,75% 

60:40 86% 

 

Dari tabel 1 dapat diketahui bahwa metode klasifikasi Support Vector Machine memiliki akurasi paling 

tinggi dalam mengklasifikasikan data ulasan mahasisswa terkait pelayanan biro akademik Universitas Annuqayah 

berdasarkan data latih dan data uji 70:30 dengan hasil tertinggi yaitu sebesar 93,75%. 

 

 
Gambar 3. Confusion Matrix metode SVM 70:30 

 

Dari gambar 3 menunjukkan pada data ulasan mahasiswa terhadap pelayanan Biro Akademik Universitas 

Annuqayah menggunakan metode Support Vector Machine terdapat 25 data positif yang benar diprediksi dan 

termasuk ke dalam kelas sentiment positif (True Positive) dan 5 data negatif yang diprediksi termasuk ke dalam 

kelas sentimen negatif (True Negative). Kemudian terdapat 2 data negatif yang termasuk ke dalam kelas sentiment 

positif (False Positive) dan tidak ada data negatif yang termasuk ke kelas sentiment positif.  Berikut pengitugan 

akurasi, presisi, recall dan f1-score secara manual engan True Positive (TP) 25 data, True Negative (TN) 5 data, 

False Positive (FP) 0 data dan False Negative (FN) 2 data. 

 

a. Akurasi = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 X 100%  (1) 

= 
25+5

25+5+0+2 
 x 100% 

= 0,9375 

b. Presisi = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 X 100%   (2) 

= 
25

25+0 
 X 100% 

= 1 

c. Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 X 100%   (3) 

= 
25

25+2
 X 100% 

= 0,9259 

d. F1-Score = 2 X 
𝑃𝑟𝑒𝑠𝑖𝑠𝑖 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑠𝑖𝑠𝑖+𝑅𝑒𝑐𝑎𝑙𝑙
  (4) 

= 2 X 
1 𝑥 0,9259

1+0,9259
 

= 0.9615 

 

Dengan akurasi keseluruhan 93,75%, model SVM dengan perbandingan 70:30, sangat akurat dalam 

mendeteksi kelas "positif", yang memiliki presisi dan recall yang tinggi. presisi kelas "negatif" sangat tinggi (1,00), 

namun recallnya lebih rendah (0,67), menunjukkan bahwa model gagal mendeteksi beberapa sampel negatif 

dengan benar. Hasil ini menunjukkan kinerja yang baik meskipun datanya kecil. Berikut contoh penghitungan 

manual menggunakan algoritma Support Vector Machine: 

Misalkan terdapat dua kelas data berikut: 
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• Kelas positif: (2,3) dan (3,3) 

• Kelas negatif: (1,1) dan (1,2) 

 Label untuk setiap titik data: 

• Kelas positif diberi label +1 

• Kelas negatif diberi label −1 

 

Langkah selanjutnya Membuat Persamaan Hyperplane. Berikut penghitungannya adalah: 

 

w1⋅x1+w2⋅x2+b=0 (5) 

 

di mana w1 dan w2 adalah bobot (vektor normal terhadap hyperplane), dan b adalah bias. Tujuannya adalah 

untuk menemukan w1, w2, dan b sehingga persamaan ini memisahkan data positif dan negatif dengan margin 

terbesar [12]. 

 

Untuk data positif (y= +1): 

w1⋅x1+w2⋅x2+b≥1 (6) 

 

Untuk data negatif (y= −1): 

w1⋅x1+w2⋅x2+b≤−1 (7) 

Misalkan kita coba untuk dua titik data: 

• (2,3) dengan y=+1 

• (1,1) dengan y=−1 

data sementara w1=1, w2=−1, dan b=0. berikut uji persamaannya: 

Untuk titik (2,3) dari kelas positif: 

w1⋅2+w2⋅3+b=1⋅2+(−1)⋅3+0=2−3=−1 

Ternyata, hasilnya tidak sesuai karena hasil harus lebih dari atau sama dengan 1 untuk kelas positif. Ini artinya 

nilai w1, w2, atau b perlu disesuaikan. Kemudian mencoba mengambil bobot baru: 

Misalkan w1=1, w2=1, dan b=−3. 

Kemudia lakukan pengujian kembali untuk titik positif (2,3): 

w1⋅2+w2⋅3+b=1⋅2+1⋅3−3=2+3−3=2 

persamaan ini valid karena lebih besar dari 1. 

Untuk titik negatif (1,1): 

w1⋅1+w2⋅1+b=1⋅1+1⋅1−3=1+1−3=−1 

persamaan ini juga valid karena kurang dari -1 untuk kelas negatif. 

Selain itu, peneliti menambahkan fitur Recursive Feature Elimination pada algoritma Support Vector 

Machine dan bisa dilihat pada gambar berikut: 

 

 
Gambar 4. Proses klasifikasi data menggunakan SVM dengan RFE 

 

Tabel 2 menunjukkan hasil penghitungan berdasarkan gambar script yang telah dijalankan sebelumnya. 

Tabel tersebut menunjukkan nilai akurasi model SVM dengan Recursive Feature Elimination tertinggi sebesar 

90,63% dengan perbandingan 70:30 antara data latih dan data uji. 
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Tabel 2. Hasil Akurasi SVM-RFE berdasarkan data latih dan data uji 

Perbandingan Data Latih & Data Uji Hasil Akurasi SVM+RFE 

80:20 85,71% 

70:30 90,63% 

60:40 80,95% 

 

Berdasarkan distribusi data pelatihan dan data pengujian dengan rasio 70:30, metode klasifikasi Support 

Vector Machine-Recursive Feature Elimination memiliki tingkat akurasi tertinggi dalam mengklasifikasikan data 

ulasan mahasiswa terkait pelayanan biro akademik Universitas Annuqayah, dengan hasil tertinggi sebesar 90,63%, 

seperti yang ditunjukkan dalam tabel 1. 

 

 
Gambar 5. Confusion Matrix dari SVM-RFE 

 

Gambar 5 menunjukkan pada data ulasan mahasiswa terhadap pelayanan Biro Akademik menggunakan 

metode Support Vector Machine-Recursive Feature Elimination terdapat 26 data positif yang benar diprediksi dan 

termasuk ke dalam kelas sentiment positif (True Positive) dan 3 data negatif yang diprediksi termasuk ke dalam 

kelas sentimen negative (True Negative). Kemudian terdapat 1 data negative yang termasuk ke dalam kelas 

sentiment positif (False Positive) dan 2 data negatif yang termasuk ke kelas sentimen positif (False negative). 

Model SVM-RFE memiliki kinerja yang baik, dengan akurasi keseluruhan 90,63%. Kelas "positif" 

ditangani dengan sangat baik dengan skor F1 yang tinggi, presisi, dan recall, sedangkan kelas "negatif" 

menunjukkan kinerja yang solid dengan presisi dan  recall yang setara pada 75%. Ini menunjukkan keseimbangan 

yang baik dalam performa model antara kedua kelas, meskipun kelas "positif" mendapatkan perhatian yang lebih 

besar pada recall dan presisi. 

 

2.5 Klasifikasi Recurrent Neural Network dengan Long Short-Term Memory 

Peneliti menggunakan algoritma Deep Learning seperti RNN-Long Short-Term Memory dan Support 

Vector Machine-recursive Feature Elimination untuk melakukan klasifikasi, selain juga menggunakan Support 

Vector Machine dan Support Vector Machine-recursive Feature Elimination. Gambar kode skrip dari prosedur 

klasifikasi Recurrent Neural Network dapat ditemukan di bawah ini. 

 

 
Gambar 6. Proses klasifikasi dengan metode Recurrent Neural Network 
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Berdasarkan gambar script yang telah dijalankan sebelumnya, hasil penghitungan disajikan dalam tabel 

3. Tabel tersebut menunjukkan nilai akurasi tertinggi model Recurrent Neural Network sebesar 81,25%, dengan 

perbandingan 70:30 antara data uji dan data latih. 

 
Tabel 3. Hasil Akurasi RNN Berdasarkan Data Latih & Data Uji 

Perbandingan Data Latih & Data Uji Hasil Akurasi RNN 

80:20 76,19% 

70:30 81,25% 

60:40 73,81% 

Dari tabel 3, dapat dilihat bahwa metode klasifikasi Recurrent Neural Network memiliki akurasi 

tertinggi dalam mengklasifikasikan data ulasan mahasiswa terkait pelayanan biro akademik, berdasarkan 

perbandingan data latih dan data uji 70:30. Metode ini juga memiliki hasil tertinggi, yaitu 81,25%. 

 

 
Gambar 7. Confusion Matrix RNN 

Dari gambar 7 menunjukkan pada data ulasan mahasiswa terhadap pelayanan Biro Akademik 

Universitas Annuqayah menggunakan metode Support Vector Machine-Recursive Feature Elimination terdapat 

25 data positif yang benar diprediksi dan termasuk ke dalam kelas sentiment positif (True Positive) dan 2 data 

negatif yang diprediksi termasuk ke dalam kelas sentimen negative (True Negative). Kemudian terdapat 3 data 

negative yang termasuk ke dalam kelas sentiment positif (False Positive) dan 2 data negatif yang termasuk ke 

kelas sentiment negatif (False negative). Berikut perhitungan manual dengan metode Recurrent Neural Network: 

Contoh kalimat “Pelayanan biro akademik sangat buruk” dengan bobot sebagai berikut: 

 

a. Pelayanan : [0.1, 0.3] 

b. Biro : [0.2, 0.1] 

c. Akademik : [0.4, 0.5] 

d. Sangat : [0.2,0.2] 

e. Buruk : [0.3, 0.4] 

Langkah selanjutnya adalah menyusun model RNN dengan parameter sebagai berikut: 

  

a. 2 unit Hidden layer 

b. Bobot input ke hidden (Wx) 

Wx = [
0.5 0.1
0.4 0.2

] 

c. Bobot hidden ke hidden (Wh) 

Wh = [
0.3 0.2
0.1 0.4

] 

d. Bias (b) 

b = [
0.1
0.2

] 

 

Langkah selanjutnya yakni menginisialisai hidden state. Untuk hidden state (h0) = [0,0]. Kemudian 

menghitung hidden state dari setiap token. Berikut penghitungannya: 

 

a. Pelayanan 

h1 = tanh(Wh * h0 + Wz * [0.1,0.3] + b) 

h1 = tanh([
0.3 0.2
0.1 0.4

]*[
0
0

] + [
0.5 0.1
0.4 0.2

] ∗ [
0.1
0.3

] + [
0.1
0.2

]) 
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h1 = tanh([
0.05 + 0.03 + 0.1
0.04 + 0.06 + 0.2

]) = tanh([
0.18

0.20.3
]) 

h1 ≈ [0.18, 0.29] 
 

b. Biro 

h2 = tanh(Wh * h1 + Wz * [0.2,0.1] + b) 

h2 = tanh([
0.3 0.2
0.1 0.4

]*[
0.18
0.29

] + [
0.5 0.1
0.4 0.2

] ∗ [
0.2
0.1

] + [
0.1
0.2

]) 

h2 = tanh([
0.3 ∗ 0.18 + 0.2 ∗ 0.29 + 
0.1 ∗ 0.18 + 0.4 ∗ 0.29 +

0.1 ∗ 0.2 + 0.1
0.2 ∗ 0.1 + 0.2

])  

= tanh([
0.0582 + 0.058 + 
0.018 + 0.116 +

0.02 + 0.1
0.02 + 0.2

] 

h2 = tanh([
0.2362
0.354

]) 

h2 ≈ [0.233,0.29] 

 

Untuk penghitungan kata akademik, sangat dan buruk dilakukan dengan penghitungan seperti di atas. 

setelah melakukan penghitungan di hidden state, langkah selanjutnya adalah menghitung output layer. Langkah 

pertama yakni menggunakan hidden state terakhir (hT) untuk menghasilkan output. Misalkan dengan bobot output 

Wo dan bias output bo sebagai berikut: 

 

Wo = ([
0.6 0.4
0.3 0.5

] 

bo = [
0.1
0.2

]) 

output = softmax(Wo * h2 + bo) 

output = softmax([
0.6 ∗ 0.233 + 0.4 ∗  0.339 + 0.1
0.3 ∗ 0.233 + 0.5 ∗ 0.339 + 0.2

]) 

output = softmax([
0.299 + 0.136 + 0.1
0.070 + 0.170 + 0.2

]) 

output = softmax ([
0.535
0.440

]) 

output =( [

𝑒0.535

𝑒0.535+ 𝑒0.440

𝑒0.440

𝑒0.535+ 𝑒0.440

]) ≈ [
0.53
0.47

] 

 

dari penghitungan didapat hasil yaitu [
0.53
0.47

], karna menggunakan softmax, output tersebut menunjukkan 

probabilitas untuk masing-masing kelas, yakni kelas 0 untuk negatif dan kelas 1 untuk kelas positif. Dengan kelas 

0 sebesar 0.53 dan kelas 1 sebesar 0.47. Dari nilai tersebut dapat dilihat bahwa probabilitas kelas 0 (negatif) lebih 

tinggi (0.53) dibandingkan dengan probabilitas kelas 1 (0.47), dapat disimpulkan bahwa teks tersebut 

menunjukkan kelas negatif. 

Peneliti juga menambahkan Long Short-Term Memory pada algoritma Recurrent Neural Network untuk 

melakukan klasifikasi data lanjutan, seperti yang ditunjukkan oleh script pada gambar berikut: 

 

 
Gambar 8. Proses Klasifikasi dengan RNN-LSTM 
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Berdasarkan gambar script yang telah dijalankan sebelumnya, hasil penghitungan ditunjukkan dalam 

Tabel 4. Tabel tersebut menunjukkan bahwa model RNN mencapai nilai akurasi tertinggi sebesar 82,38% dengan 

perbandingan 70:30 antara data latihan dan data uji. 
 

Tabel 4. Hasil Akurasi RNN-LSTM Berdasarkan Data Latih Dan Data Uji 

Perbandingan Data Lath & Data Uji Hasil Akurasi RNN-LSTM 

80:20 80,95% 

70:30 87,50% 

60:40 76,19% 

 

Berdasarkan perbandingan data latih dan data uji 70:30, terbukti memiliki akurasi tertinggi dalam 

mengklasifikasikan data ulasan mahasiswa terkait pelayanan biro akademik Universitas Annuqayah dengan 

metode klasifikasi Recurrent Neural Network dengan Long Short-Term Memory, seperti yang ditunjukkan dalam 

tabel 4. Metode ini juga menghasilkan hasil tertinggi, 87,50%. 

 

 
Gambar 9. Confusion Matrix RNN-LSTM 

 

Dari gambar 9 menunjukkan pada data ulasan mahasiswa terhadap pelayanan Biro Akademik Universitas 

Annuqayah menggunakan metode Support Vector Machine-Recursive Feature Elimination terdapat 27 data positif 

yang dengan tepat diklasifikasikan sebagai sentiment positif (True Positive) dan 1 data negatif yang dengan tepat 

diklasifikasikan sebagai sentimen negatif (True Negative). Kemudian didapati 4 Data yang sebenarnya positif 

tetapi salah diidentifikasi sebagai sentimen negatif (False Positive) dan tidak ada Data yang sebenarnya negatif 

tetapi salah diidentifikasi sebagai sentimen positif (False Negative). Berikut contoh penghitungan manual dengan 

metode RNN-LSTM: 

Bobot Output dan Bias 

Semisal Bobot Output (Wout): 

[
0.3 0.4
0.5 0.6

] 

Dan bias Output (bout): 

[
0.1
0.2

] 

Menghitung Output Layer 

Output = Wout * ht + bout 

Wout * ht=[
0.3 0.4
0.5 0.6

]*[
0.421
0.404

]=[
0.3 ∗ 0.421 + 0.4 ∗ 0.404
0.5 ∗ 0.421 + 0.6 ∗ 0.404

] 

=[
0.1263 + 0.1616
0.2105 + 0.2424

]=[
0.2879
0.4529

] 

Output = [
0.2879
0.4529

]+[
0.1
0.2

]=[
0.3879
0.6529

] 

Menggunakan Softmax Activation untuk mendapatkan probabilitas: 

Softmax(xi) = 
𝑒𝑥𝑖

∑ 𝑒𝑥𝑖𝑗
 

exp(x) =[𝑒0.3879

𝑒0.6529] ≈ [
1.474
1.921

] 

Sum(exp(x)) = 1.474 + 1.921 = 3.395 

Softmax = [

1.474

3.395
1.921

3.395

] ≈ [
0.434
0.566

] 

Dari penghitungan ini didapat probabilitas untuk kelas positif yaitu 0.434 dan probabilitas untuk kelas 

negatif yaitu 0.566. dengan probabilitas ini dapt disimpulkan bahwa dokumen tersebut dikalsifikasikan sebagai 

kelas negatif, karena nilai probabilitas lebih tinggi dari kelas positif. 
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3. HASIL DAN PEMBAHASAN 

Penelitian ini melakukan perbandingan antara metode yang diusulkan dengan beberapa metode lainnya, 

seperti Suppot vector Machine (SVM) dan Recurrent Neural Network (RNN) dan metode yang diusulkan yaitu 

Support Vector Machine (SVM) dengan Recursive Feature Elimination (RFE) dan Recurent Neural Network 

(RNN) dengan Long Short-Term Memory (LSTM). 

Tabel 5. Hasil Komparasi  

Method Precission Recall Accuracy F1-Score 

SVM 86,21% 92% 93,75% 
89% 

RNN 86,21% 92,59% 81,25% 89,29% 

SVM+RFE 90% 90,62% 90,63% 
90% 

RNN+LSTM. 87,10% 100% 87,50% 93,10% 

 

Tabel 5 menampilkan perbandingan hasil beberapa metode. Metode Support Vector Machine (SVM) 

memperoleh akurasi sebesar 93,75%, sementara Recurrent Neural Network (RNN) mencatatkan akurasi 81,25%. 

Di sisi lain, akurasi yang diperoleh oleh Support Vector Machine dengan Recursive Featue Elimination mencapai 

90,63%, dan Recurrent Neural Network dengan Long Short-term Memory mencapai 87,50%. Hasil ini 

menunjukkan bahwa metode SVM lebih akurat dalam menganalisis sentimen ulasan mahasiswa terhadap 

pelayanan Biro Akademik Universitas Annuqayah. Meskipun SVM-RFE unggul dalam akurasi dan precision, 

metode RNN-LSTM lebih baik dalam memahami konteks sentimen, terbukti dengan recall dan F1-Score yang 

lebih tinggi. Hal ini mengindikasikan bahwa untuk ulasan mahasiswa yang lebih kompleks, RNN-LSTM mungkin 

lebih sesuai digunakan. Secara keseluruhan, penelitian ini menunjukkan bahwa algoritma RNN-LSTM 

memberikan performa yang lebih baik dalam memahami konteks sentimen mahasiswa secara lebih mendalam, 

meskipun SVM-RFE memiliki tingkat presisi yang lebih tinggi. 
 

4. KESIMPULAN 

Penelitian ini menganalisis sentiment mahasiswa terhadap pelayanan biro akademik Universitas 

Annuqayah menggunakan algoritma SVM-RFE dan RNN-LSTM. Hasil penelitian menunjukkan bahwa metode 

SVM memiliki akurasi tertinggi yakni sebesar 93,75%, sementara SVM-RFE unggul dlam presisi sebesar 90%. 

Meskipun demikian, algoritma RNN-LSTM lebih baik dalam recall dn F1-score. Hal ini menunjukkan bahwa 

algoritma RNN-LSTM mampu menagkap dengan baik konteks sentiment secara lebih menyeluruh. Namun, 

penelitian ini memiliki keterbatasan pada jumlah data yang terbatas, yakni hanya 103 data, sehingga studi lanjutan 

sangat disarankan untuk menggunakan dataset yang lebih besar dan mengeksplorasi algoritma lain seperti 

transformer atau BERT. Implemetasi system otomatis berbasis machine learning di biro akademik juga 

direkomendasikan untuk meningkatkan analisis feedback mahasiswa secara real-time dan meningkatkan kualitas 

layanan. Pemilihan metode terbaik bergantung pada tujuan analisis, di mana SVM/SVM-RFE cocok untuk presisi 

dan akurasi, sedangkan RNN-LSTM lebih sesuai untuk data sekuensial dengan ketergantungan jangka Panjang. 
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